**Samenvatting TOE DT1**

**Carr H7 online**

7.1 – Surveys

Surveys kunnen op twee manieren wordne verwerkt:

1. **Primary data collections:** Onderzoekers nemen af/ontwerpen eigen surveys
2. **Secondary data source:** surveys die uitgevoerd zijn door anderen

De meeste surveys gaan over:

1. Leven van individuen
2. Gedachten
3. Gedrag

Respondenten antwoorden over zichzelf. Ze kunnen ook gebruikt worden om informatie over sociale instituties te vergaren. Hier wordt een **key informant** uitgezocht, die antwoorden geeft namens de instituties.

7.2 – Survey formats

Surveys komen voor in verschillende vormen, bijvoorbeeld telefonisch of via een **self-administered questionnaire (SAQ)**. Al deze **modes of administration** hebben hun eigen voor- en nadelen.

Er zijn twee soorten vragen:

* **Closed-ended:** respondenten moeten een antwoord kiezen van een lijst vooraf ingestelde **responscategorieën** → worden vaak gebruikt in surveys
* **Open-ended:** erg breed → worden vaak gebruikt in diepte-interviews.

7.3 – Timing van de survey

Er zijn **single-observatie surveys; cross-sectionele surveys.** Deze zijn goed geschikt voor het vergelijken van ervaringen van subgroepen op een bepaald moment.

Ook zijn er **longitudinale surveys**, die op meerdere momenten in de tijd worden afgenomen. Hiervan zijn er twee soorten:

1. **Repeated cross-sectional survey:** Onderzoekers interviewen verschillende samples van individuen op meerdere momenten; hierdoor erg geschikt voor documenteren van historische trends
2. **Panel survey:** Het interviewen van dezelfde sample individuen op meerdere momenten; geschikt voor onderzoeken hoe mensen veranderen over tijd.

|  |  |  |
| --- | --- | --- |
| Karakteristiek | Cross-sectional survey | Panel survey |
| Kosten | Vrij laag, omdat respondenten maar een keer gecontacteerd worden | Vrij hoog, omdat respondenten getraceerd, behouden en opnieuw geïnterviewd moeten worden |
| Gemak van uitvoering | Vrij makkelijk, omdat respondenten maar een keer geïnterviewd worden | Moeilijk, omdat het opvolgen en lokaliseren van subjecten omvat, lange wachttijden tussen interviews |
| Causale inferentie | Kan geen causale ordening vaststellen, omdat alle metingen op hetzelfde moment worden uitgevoerd | Excellent, metingen van een interview kunnen uitkomsten van volgende interviews voorspellen |
| Bronnen van bias | Coverage en samples errors, excluderen vaak degenen die moeilijk bereikbaar zijn | Zelfde bias als cross-sectional survey, additioneel met selectieve uitval |
| Mogelijkheid om verandering te documenteren | Kan interne verandering niet beoordelen | Interne verandering is goed beoordeelbaar |
| Aandacht voor sociale geschiedenis | Kan niet leeftijd, periode en cohort effecten losmaken | Panel studies over een cohort kunnen niet de leeftijd vs. Periode effect differentiëren. Multicohort longitudinale studies kunnen niet leeftijd versus cohort effect differentiëren. |

Het grootste nadeel van panel surveys is **uitval/attrition**; het verliezen van sample leden gedurende de tijd.

7.4 – Breedte van onderwerpen

Meestal wordt er allereerst demografische data verzameld, omdat sociale wetenschappers geïnteresseerd zijn in de ongelijkheden hierin. Daarnaast zijn surveys die door de staat gesponsord zijn verplicht om etnische data te verzamelen, omdat het een kritische factor is voor het maken van beleidsbeslissingen; en gebruiken staten ook etnische data om te voldoen aan wetgevende herograniserende eisen, evalueren van gelijke kansen op werk, en beoordelen van raciale verschillen in gezondheid.

Sommige surveys focussen op één onderwerp met een specifiek doel. Dit kan bijvoorbeeld door middel van een **poll**, een korte survey met vaak alleen een ja/nee antwoord.

Andere surveys focussen op een breed scala aan onderwerpen, en worden ook wel omnibus surveys genoemd. De ontwerpers van deze surveys willen vaak veel en diverse antwoorden, maar niet te veel tijd in beslag nemen van hun respondenten (max. 30-45 min), om geen foutieve antwoorden/onafgemaakte vragenlijsten te ontvangen. Een manier om de lengte van een survey te imiteren is door gebruik te maken van een **split-ballot ontwerp**, waarbij vaak (op basis van een 50%-50% verhouding) de survey vragen worden verdeeld over de respondenten.

7.5 – Vergelijkingen tussen groepen en gedurende de tijd

We gebruiken vaak **fixed response vragen** en **responscategorieën**, om ervoor te zorgen dat de data makkelijk te vergelijken is en om subjectieve fenomenen te kunnen vergelijken. Ze zijn zo ontworpen dat ze een bijna compleet scala aan responses dekken.

7.6 – Bronnen van errors/fouten in surveys

Er zijn 4 belangrijke soorten fouten:

1. **Nonresponse:** Respondenten doen niet mee aan de survey of vullen bepaalde vragen niet in.
2. **Measurement error:** De meting van een bepaalde variabele heeft invloed op de gegeven respons
3. **Coverage error:** Sampling frame dekt niet adequaat alle mensen van de targetpopulatie
4. **Sampling error:** Refereert aan verschillen tussen de karakteristieken van de survey sample en de populatie waar de sample van is genomen.

7.7 – Responspercentages

Een van de grootste challenges in surveys is om een zo hoog mogelijk **responspercentage** te hebben. Deze verschillen vaak van 20%-80%. Om ervoor te zorgen dat deze toch hoog is, kan een onderzoeker een alternatieve versie van het responspercentage aanbieden, om zo ook deels-afgemaakte surveys te includeren. Deze zijn echter niet zo informatief als complete surveys.

7.8 – Modes van administratie

De meest gebruikte manieren om surveys af te nemen zijn:

1. Face-to-face
2. Telefonisch
3. E-mail
4. Internet
5. Zelf-geadministreerd

De belangrijkste criteria om te kiezen voor een bepaalde modus zijn:

1. Kosten
2. Responspercentage
3. Controle van onderzoeker over data-collectieproces
4. Potentie voor **interviewer effecten**

7.9 – Face-to-face interview

De interview ontmoet de respondent persoonlijk en stelt vragen van het **interview schema**. Interviewer observaties zijn een type **paradata;** data over het proces hoe het interview is afgenomen. Er zijn verschillende manieren voor een face-to-face interview:

1. **PAPI:** Paper-and-pencil interview. De interviewer stelt vragen en schrijft de antwoorden op een voorgedrukte kopie van het survey boek.
2. **CAPI:** Computer-assisted personal interview. Interviewer leest vragen voor vanaf een voorgeprogrammeerde computer met alle vragen/antwoorden. Hierbij kan een **showcard** gebruikt worden voor de respondent om de antwoorden te kunnen onthouden. Deze manier helpt met **skip-pattern vragen**, die altijd beginnen met een **screener-vraag**.

Face-to-face is voordelig. Omdat de respondenten vragen kunnen stellen als ze een bepaalde vraag niet goed begrijpen. Echter, kan de aanwezigheid van een interviewer zorgen voor inaccurate antwoorden door bijvoorbeeld de **sociale wenselijkheid-bias**.

Om de setting van het face-to-face interview comfortabeler te maken, kan gebruik gemaakt worden van **ACASI:** Audio computer-assisted self-interview; waarbij de respondent een laptop of tablet gebruikt om te luisteren naar en te antwoorden op vooraf opgenomen vragen.

7.10 – Telefoon survey

Dit is een gestructureerd interview, telefonisch uitgevoerd. Respondenten worden vaak gegenereerd door RDD, random digit dialing. Hier kan gebruik gemaakt worden van **CATI**: Computer-assisted telephone interview. Deze manier helpt door ervoor te zorgen dat de skip-patterns correct gevolgd worden.

Extra voordelen van telefoon surveys zijn:

1. Lagere kost
2. Geconducteerd vanuit een centrale locatie
3. Weinig voorafgaande planning nodig
4. Geen reistijden/kosten etc.

Extra nadelen zijn:

1. Geen persoonlijke dingen telefonisch willen bespreken
2. Positief vooringenomen beeld over houding en gedrag (bias)
3. Interviewer effecten
4. Mensen willen thuis niet (telefonisch) lastig worden gevallen
5. Sample bias (bijv. door niet opnemen van telefoon)

Je kan vooraf een brief sturen om deze effecten tegen te gaan.

Wat ook voor kan komen is **respondent fatigue**; mensen hebben geen zin om lang te telefoneren. Hierdoor moeten vragen simpel en helder zijn. Ook is er tijdens telefoon surveys een nieuwe limiet ontstaan; telefoonnummers komen niet altijd overeen met woonlocatie. Vragen om locatie kost extra tijd (en eventueel geld).

7.11 – Mail surveys

SAQ’s kunnen ervoor zorgen dat mensen aan de ene kant eerlijkere antwoorden geven, maar aan de andere kant kunnen ze hierdoor belangrijke vragen niet begrijpen of zelfs overslaan.

SAQ’s worden vaak via e-mail verspreid. Ze zijn minder/niet gevoelig voor interviewer effecten. Een ander punt is lagere kosten. Hierdoor kan het onderzoeksteam makkelijker een grote & geografische diverse sample krijgen.

Toch zijn er ook nadelen. Er is vaker missende data en “weet niet”-antwoorden. Ook is er een laag responspercentage, vaak tussen de 20% en de 40%. Strategieën om dit tegen te gaan zijn dezelfde mensen opbellen, het sturen van een kaartje, of een gepersonaliseerde brief. Dit kost echter wel meer, met een laag succespercentage.

7.12 – Online internet surveys

Deze gebruiken gecomputeriseerde SAQ’s, en worden vaak voor marktonderzoek gebruikt met korte vragenlijsten. Tegenwoordig wordt het ook vaak gebruik door academische en regeringsonderzoekers.

De voordelen zijn:

* Lage kosten
* Hoeft niet geprint te worden
* Er hoeft geen extra persoon ingehuurd te worden om de data in te voeren
* Makkelijk te ontwerpen en uit te voeren
* Makkelijk navigeerbaar tussen vragen
* Minder missings dan mail surveys omdat de online survey zo geprogrammeerd is dat respondenten niet verder kunnen gaan totdat ze alle vragen hebben beantwoord op elk scherm.
* Respondenten kunnen over heel de wereld bereikt worden.

Nadelen:

* Niet iedereen/alle subgroepen hebben internettoegang of maken hier gebruik van
* Responspercentage blijft toch enigszins gelijk aan e-mail surveys.

7.13 – Mixed-models benadering

Er wordt ook vaak gebruik ggemaakt van meerdere modes, omdat elke modus zijn limieten en nadelen heeft. De redenen voor het gebruik van de mixed-modes benadering zijn als volgt:

* Nieuwe of verschillende typen informatie per respondent
* Beoordelen kwaliteit van de data & potentiële bias bronnen
* Je kunt mensen bereiken die bijvoorbeeld niet via e-mail willen participeren, maar wel via telefoon
* Verhoogd responspercentage

Het is een belangrijke strategie voor het minimaliseren van coverage & nonresponse errors, verhogen responspercentage en verminderen van bias. De data-analyse moet echter wel rekening houden met mode-effecten → de manieren waarop de manier van uitvoering per mode de antwoorden van respondenten kan beïnvloeden

De vragen hebben meestal dezelfde structuur. De **stem** stelt de vraag, en de responscategorieën zorgen voor de antwoorden.

7.14 – Closed-ended vragen

De meest basis variant hiervan heeft een **dichotomous outcome category**, wat wil zeggen dat er maar twee opties zijn (vaak ja/nee). De meeste vragen hebben echter wel meerdere responscategorieën. Er zijn twee voorwaarden:

* **Mutually exclusive:** Categorieën moeten niet overlappen
* **Exhaustive:** Er moet minstens één accurate respons zijn voor een respondent

Ze worden vaak gebruikt voor het meten van frequenties van bepaald gedrag. Vaak wordt gebruik gemaakt van een **rating scale**, met de **Likert scale** als meest voorkomende variant.

Vaak wordt ook gebruik gemaakt van een **forced option**, die een indicatie geeft van hun algemene richting van overeenstemming. Sommige experts vinden dat eens/niet eens-categorieën onderhevig zijn aan de **acquiescence bias;** sommige respondenten antwoorden continu “mee eens”. Het geven van twee contradictoire keuzes gaat deze bias tegen.

Een andere vorm van closed-ended vragen is het **rank ordening** van prioriteiten of preferenties. Rating vragen stellen dat mensen elk item apart moeten evalueren, terwijl ranking items vragen om directe vergelijkingen tussen items/onderwerpen.

Voor moeilijk te beantwoorden vragen (zoals bijvoorbeeld inkomen) kunnen **unfolding questions/unfolding brackets** gebruikt worden, waarbij ze moeten zeggen of hun inkomen bijv. hoger is dan 50.000 euro, met als follow-up vraag “hoger dan 60.000 euro”, etc.

7.15 – Open-ended en semi-gestructureerde vragen

Vragen meestal om een kort antwoord, en worden uitgevoerd op twee manieren:

1. Zit in een closed-ended vraag bij de optie “anders, leg uit…”
2. Gewoon open-ended op zichzelf, zonder vooraf ingestelde responscategorieën

Waneer kies je open-ended of closed-ended vragen? Er zijn vier algemene criteria die hierbij kunnen helpen:

1. Doel van de survey
2. Kennis van respondent over het onderwerp
3. Hoeveel aandacht de respondent schenkt aan het onderwerp
4. Motivatie van de respondent om te vraag te beantwoorden

|  |  |
| --- | --- |
| Closed-ended | Open-ended |
| Frequentie van gedrag | “Waarom”-vragen |
| Factuele informatie | Onbekend onderwerp |
| Level van overeenstemming met onderwerp | Egen opinie |
| Moeilijk onderwerp waar respondenten liever niet (uitgebreid) over willen praten | Nog niet nagedacht over onderwerp |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Attributie | Face-to-face interview | Mail of SAQ | Telefonisch interview | Internet survey |
| **Kosten** | Hoog | Laag | Gemiddeld | Laag |
| **Responspercentage** | Hoog | Laag | Hoog | Gemiddeld |
| **Controle van onderzoeker over interview** | Hoog | Laag | Gemiddeld | Gemiddeld |
| **Interviewer effects** | Hoog | Laag | Gemiddeld | Laag |

7.16 – Single items vs. Composite

Vaak bevat een onderwerp maar één vraag. Toch kunnen er ook **composite measures** zijn die meerdere items combineren. Er zijn twee typen composite measures:

1. **Index:** Somt antwoorden op survey metingen op, die de belangrijkste elementen van een bepaald concept meten
2. **Scale/schaal:** Middelt responses over een serie van gerelateerde items die een enkel concept bevatten.

7.17 – Karakteristieken van goede kwalitatieve vragen

* Duidelijk en simpel taalgebruik
* Geen dubbele negatieven gebruiken
* Geen gebruik maken van **double-barreled vragen**
* Neutraal taalgebruik bij gevoelige onderwerpen
* Ontwijk leidende vragen en morele woordkeuzes

7.18 – Nieuwe survey of al eerder gemaakte survey gebruiken?

Wanneer je gebruik maakt van andermans survey heb je een **codeboek** nodig. Een belangrijke reden voor het maken van deze keuze is vergelijking van eigen resultaten met eerder verkregen resultaten van andere samples of populaties.

Je gebruikt je originele vragen als je een nieuw onderwerp onderzoekt en er nog geen survey van bestaat/de surveys die bestaan je onderwerp niet adequaat meten. Hiervoor moet je de theoretische literatuur wel extreem goed kennen.

7.19 – De plaats van vragen

Onderzoekers besteden veel aandacht aan de **volgorde** van het stellen van vragen. Er zijn drie belangrijke factoren die hier invloed op hebben:

1. Vertrouwen opbouwen
2. Monotone vragen en response set vermijden
3. Vermijd volgorde-effecten

De eerste vraag moet altijd een makkelijke, duidelijke vraag zijn. Zorg ervoor dat de respondenten zich niet vervelen. Wissel de vragen af Er zijn twee manieren om dit te voorkomen:

Verander de antwoordcategorieën na een paar items. Gebruik positief en negatief door elkaar. Dus zeg soms: “Ik voel mij goed over mezelf” en soms “Ik denk dat ik niet veel kan”.

Vermijd volgorde-effecten. Dit is het effect dat het antwoord op een vraag beïnvloed kan zijn door een vraag die eerder is geweest. Als je bijvoorbeeld eerst iemand vraagt hoe religieus die is en die persoon zegt “heel erg” en daarna vraagt hoe vaak hij of zij naar de kerk gaat, wil de persoon graag consistent in zijn antwoord zijn en het liefst ook heel vaak invullen.

Om dit te voorkomen is het handig om de volgorde van vragen willekeurig te maken. Hier kan je weer een split-ballon design voor hebben.

Een ander volgorde-effect is het **priming effect**. Dit houdt in dat bepaalde woorden, plaatjes, vormen mensen beïnvloeden. Bijvoorbeeld wanneer mensen worden geprimed om na te denken over politieke schandalen en daarna de mate van vertrouwen moeten aangeven in de huidige verkiezingen, geven zij aan minder vertrouwen te hebben.

7.20 – Afname van de enquête

Het meest belangrijke van een enquête is het **pre-testen**. Dit is een test om te kijken of er onduidelijke vragen zijn of bijvoorbeeld de volgorde van de vragen niet goed is. De pre-test moet op precies dezelfde manier als de echte afname gaan. De methode moet hetzelfde zijn, de steekproef moet lijken op de échte steekproef en de condities van afname moeten ook hetzelfde zijn.

Er kan ook een **cognitief interview** plaatsvinden. Hierin wordt de respondent gevraagd om hardop na te denken, om zo te kijken of de vraag duidelijk was en waarom zij voor een bepaald antwoord kiezen.

Om te weten of de pre-test succesvol was en je de enquête echt kan gaan gebruiken, kan je  
“soft” en “hard” data gebruiken. “Hard” data houdt in dat er gekeken wordt naar de **frequentie distributies***.* Dat is de verdeling van de antwoorden. Als veel mensen aangeven dat ze iets niet weten, dan moet de vraag herzien worden. Soms weet men het ook echt niet, dit is dan een non-attitude. Ook als onderzoekers een genuanceerder beeld willen omdat veel mensen aan één kant van de antwoordcategorie zitten kunnen zij de antwoordcategorieën aanpassen.

Nadat de pre-test is gedaan en de enquête eventueel is aangepast, kan je je enquête afnemen. Vaak wordt er met behulp van een brief de respondenten bereikt. Dit moet één week voor de echte afname plaatsvinden. Het eerste contact met de respondent moet een duidelijke uitleg geven van het doel van de survey en moet dankbaarheid en respect tonen voor de respondent. Ook moet er **informed consent** van de respondent zijn: hij moet aangeven vrijwillig mee te doen. Ook moet de onderzoeker aangeven wat de risico’s en voordelen zijn van het meedoen. Daarnaast moet een respondent gewezen worden op dat hij vragen kan overslaan of kan stoppen met invullen.

7.21 – Ethische problemen bij enquêtes

Onderzoekers moeten hun participanten geen schade toebrengen. Ze moeten alle risico’s vermelden en hun best doen om de vertrouwelijkheid en anonimiteit van hen te waarborgen.

Er zijn verschillende strategieën om ethische gedragsregels te waarborgen:

* **Confidentialiteit**: gevoelige informatie mag niet openbaar worden gemaakt. Alleen het team van onderzoekers heeft toegang tot de informatie. Dit kan worden bereikt door elke respondent een ID-nummer te geven. Een document die de namen bevat moet goed bewaard worden.
* **Anonimiteit**: Het is moeilijk en onrealistisch om anonimiteit te beloven aan de respondenten. Vaak willen onderzoekers nog een follow-up interview doen en dan moeten zij wel weten wie welke respondent is.

Onderzoekers moeten ook rekening houden met dat vragen psychologische distress kunnen opleveren.

**Hoofdstuk 8 Morling et al.**

**Associatie claims** zijn claims die de relatie tussen twee gemeten variabelen beschrijven. Een**bivariate correlatie**wordt ook wel een **bivariate associatie**genoemd en het is een associatie die twee variabelen betreft.

1. Om associaties te onderzoeken, moet men de eerste variabele onderzoeken en vervolgens de tweede variabele en dit moet gebeuren in dezelfde groep van mensen.
2. Vervolgens worden er statistische methodes en grafieken gebruikt om de type relatie tussen de variabelen te weergeven.

Relatief veel studies zijn correlationeel.

8.1 – Hoe beschrijf je associaties tussen twee variabelen?

Nadat je alle data hebt verzameld, moet je de relatie tussen de twee gemeten variabelen beschrijven aan de hand van **een spreidingsdiagram** en de **correlatiecoëfficiënt r**. Wanneer je de twee variabelen tegen elkaar uit zet in een spreidingsdiagram en voor elk persoon de waardes als stippen noteert, dan kun je een lijn (laten) trekken door je puntenwolk.

Als je lijn van linksonder naar rechtsboven loopt, dan spreken we van een **positieve relatie**. Een positieve relatie houdt in dat hoge scores op de ene variabele samengaan met hoge scores op de andere variabele.

Wanneer de lijn van linksboven naar rechtsonder loopt, dan is er sprake van een **negatieve relatie.** Hoge scores op de ene variabele gaan dan samen met lage scores op de andere variabele.

De kracht van de correlatie kan aangeduid worden met de correlatiecoëfficiënt r. Deze loopt van -1 tot 1.

|  |  |
| --- | --- |
| Correlatiecoëfficiënt *r* | Sterkte van de correlatie |
| 0.10 of -0.10 | Zwak |
| 0.30 of -0.30 | Matig |
| 0.5 of -0.50 | Groot |

r laat dus de richting (positief of negatief) en sterkte van de relatie zien.

8.2 – Hoe beschrijf je associaties met categorische data?

Hierboven is omschreven hoe de associatie tussen twee variabelen beschreven kan worden. Echter, je moet er wel om denken dat sommige variabelen **categorisch** zijn. De waarden van een categorische variabele kunnen alleen maar in een categorie vallen.

Wanneer beide variabelen van een associatie gemeten worden met **kwantitatieve schalen**, dan is het gebruikelijk om spreidingsdiagrammen te maken. De data kan op die manier het best gerepresenteerd worden. Een spreidingsdiagram is niet handig als een van de variabelen categorisch is. De punten die personen voorstellen, komen onder elkaar te staan (verticaal dus. Het is heel lastig om bij een categorische variabele aan het spreidingsdiagram te zien of de relatie positief of negatief is.

Het is wellicht wel mogelijk om een spreidingsdiagram te maken van een categorische variabele, maar gebruikelijk is het niet. Het is handiger om een **staafdiagram** te maken. In een staafdiagram is elk persoon niet voorgesteld als een punt, maar de gemiddeldes voor elk categorie worden weergegeven. Met een staafdiagram kun je het verschil tussen de groepsgemiddelden onderzoeken.

Wanneer tenminste een van de variabelen in een associatie claim categorisch is, dan kunnen er verschillende statistische methodes gebruikt worden om de data te analyseren. Soms kan r gebruikt worden, maar het is gebruikelijker om te testen of de verschillen tussen de gemiddelden statistisch significant zijn. Dit wordt vaak gedaan met de **t-test**. Het lijkt misschien gek dat associatie claims weergeven kunnen worden met zowel spreidingsdiagrammen als staafdiagrammen of dat ze door verschillende statistische methodes beschreven kunnen worden. Het maakt niet uit welke soort grafiek of statistische maat je gebruikt; als beide variabelen gemeten zijn, dan is een studie correlationeel.

Zoals eerder besproken (hoofdstuk 3), spreken we van **een experiment** als een van de variabelen gemanipuleerd is. Experimenten zijn beter voor **causale claims**. Een associatie claim wordt niet ondersteund door een bepaalde grafiek of een bepaalde statistische maat; het wordt ondersteund door een design van een studie, waarbij beide variabelen gemeten zijn.

8.3 – Hoe onderzoek je associatie claims?

De belangrijkste **validiteiten** die onderzocht moeten worden bij associatie claims, zijn **construct validiteit en statistische validiteit**. Soms kan men ook **de externe validiteit** onderzoeken. De interne validiteit is niet belangrijk bij associatie claims.

8.3.1 – Wat houdt construct validiteit in voor associatie claims?

Omdat een **associatie claim** de relatie tussen twee gemeten variabelen beschrijft, is het belangrijk om naar de **construct validiteit** van beide variabelen te kijken. Men moet dus kijken hoe goed elk van de twee variabelen gemeten was. Je kunt je daarbij afvragen of de maat betrouwbaar is en of het meet wat het hoort te meten. Ook kun je je afvragen wat het bewijs voor **face validity, discriminant, convergent en concurrent validiteit** van de variabele is.

8.3.2 – Wat houdt statistische validiteit in associatie claims in?

Wanneer je **statistische validiteit** van een associatie claim onderzoekt, dan wil je dus eigenlijk weten of en welke factoren een invloed hebben gehad op:

* Het spreidingsdiagram
* Correlatiecoëfficiënt r
* Staafgrafieken
* Verschillen van gemiddeldes die tot je associatie claim hebben geleid

Er moet gekeken worden naar effectgrootte, uitbijters in de data, restricties en statistische significantie van de relatie.

8.4 – Wat betekent effectgrootte voor associatie claims?

**De effectgrootte** kijkt naar de sterkte van een relatie. Immers, sommige associaties zijn sterker dan andere associaties. Wanneer er twee associaties zijn, dan is de associatie met de r die dichter bij de 1 ligt sterker. Sterke effectgroottes gaan samen met nauwkeurigere voorspellingen dan zwakke effectgroottes. Je **voorspellingserro**r wordt ook lager wanneer de sterkte van effectgroottes toeneemt.

Sterkere effectgroottes zijn over het algemeen ook belangrijker dan kleinere effectgroottes. Toch zijn er uitzonderingen op deze regel. Deze uitzonderingen hangen allemaal van de context af. Soms kan een kleine effectgrootte al belangrijk zijn. Als het neerkomt op leven en dood, dan kan een klein effectgrootte al belangrijk zijn. Wanneer de uitkomst niet van levensbelang is, dan zal een kleine effectgrootte waarschijnlijk ook niet belangrijk zijn.

8.5 – Wat betekent statistische significantie voor associatie claims?

Onderzoekers kunnen natuurlijk niet alle personen uit een populatie onderzoeken en zij moeten daarom **steekproeven** gebruiken. Aan de hand van deze steekproeven worden er conclusies getrokken over de populatie. Vaak is het zo dat de resultaten van steekproeven en populatie elkaar spiegelen, maar dit is niet altijd het geval. Soms is er geen associatie tussen twee variabelen van een populatie, maar een onderzoek kan per toeval een associatie vinden in een steekproef. De correlatie van die steekproef is door toeval veroorzaakt. Dit gebeurt wel eens en we moeten ons dus altijd afvragen of er echt een associatie in de populatie is of dat er toevallig een associatie is gevonden in de steekproef.

Statistische significantie berekeningen geven een **probabilistische schatting** weer, **p**. De p zegt iets over de kans dat de associatie kwam van een populatie waarin de associatie nihil is.

→ Als de kans kleiner is dan 5%, dan kunnen we ervan uitgaan dat het heel onwaarschijnlijk is dat de resultaten kwamen uit een nihil-associatie. De correlatie wordt dan gezien als statistisch significant.

→ Wanneer de resultaten een hoge p opleveren (.05 of hoger), dan zijn de resultaten niet statistisch significant. Dan kan een onderzoeker dus niet uitsluiten dat de resultaten gekomen zijn uit een populatie waarbij de associatie tussen variabelen nihil is.

Significantie is ook gerelateerd aan effectgrootte: hoe sterker de correlatie (grote effectgrootte), hoe groter de kans dat de correlatie statistisch significant zal zijn. Statistische significantie berekeningen hangen niet alleen af van effectgrootte, maar ook van steekproefgrootte. Een kleine effectgrootte zal statistisch significant zijn als het uit een hele grote steekproef (vanaf 1000 proefpersonen) komt. Een kleine steekproef wordt makkelijker beïnvloed door kans dan grote steekproeven. Zwakke correlaties die gebaseerd zijn op kleine steekproeven zullen eerder het resultaat zijn van kans en ze zullen eerder als niet significant bestempeld worden. In wetenschappelijke artikelen kun je lezen over de significantie van een onderzoek. Je kunt een significantie zien aan de p, maar soms wordt een statistisch significant resultaat ook weergeven met **een asterix** (dat is een \*).

8.6 – Hebben uitbijters invloed op een associatie?

**Uitbijters** zijn extreme scores. Het zijn scores die totaal afwijken van de andere scores. Uitbijters kunnen soms een groot effect hebben op de correlatiecoëfficiënt r. De aanwezigheid van een uitbijter kan ervoor zorgen dat de correlatie verschuift (bijvoorbeeld van r = .26 naar r = .37). Uitbijters kunnen problemen opleveren voor associatie claims. In bivariate correlaties zijn uitbijters vooral problematisch wanneer ze extreme scores op beide variabelen hebben. Wanneer je een associatie claim onderzoekt, moet je je dus eerst afvragen of er uitbijters zijn in een steekproef. Deze uitbijters zou je kunnen vinden door te kijken naar spreidingsdiagrammen.

Uitbijters zijn vooral belangrijk om naar te kijken als je een kleine steekproef hebt. Wanneer een steekproef bestaat uit 600 proefpersonen die vrijwel allemaal in het midden scoren, dan zal één uitbijter die extreem scoort (of helemaal links of helemaal rechts) niet veel invloed hebben. Echter, wanneer je een steekproef van 16 personen hebt die in het midden scoren, dan kan een uitbijter die extreem scoort een grote invloed hebben.

8.7 – Zijn er range restricties?

Wanneer er in correlationeel onderzoek niet een heel bereik van scores is voor een van de variabelen in de associatie, dan kan de correlatie kleiner lijken dan het in werkelijkheid is. Dit wordt een **range restrictie**genoemd. Dat houdt dus in dat je niet alle waarden hebt weergeven die er beschikbaar zijn. Als onderzoekers vermoeden dat er een range restrictie is, dan kunnen zij besluiten om een statistische techniek toe te passen***,*correctie voor range restrictie** genaamd.

Range restrictie kan aanwezig zijn wanneer er, voor welke reden dan ook, weinig **variantie** is in een van de variabelen. Wanneer men kijkt naar het inkomen van ouders en de schoolprestaties van een kind, dan moet men naar alle inkomens kijken. Het is niet de bedoeling dat je alleen ouders opneemt in de steekproef die een middel inkomen hebben. Ouders met een laag en hoog inkomen zouden ook opgenomen moeten worden.

8.8 – Is de relatie curvilineair?

Als een onderzoek vermeldt dat er geen relatie is tussen variabelen, dan kan het zo zijn dat de relatie daadwerkelijk nihil is. Echter, in sommige gevallen kan het ook zo zijn dat de relatie **curvilineair** is. Dit houdt in dat de relatie tussen de twee variabelen niet als een rechte lijn voorgesteld kan worden. Het kan zijn dat de relatie in het begin positief is (hoge x-variabele gaat samen met een hoge y-variabele), maar op een gegeven moment negatief wordt (hoge x-variabele gaat samen met een lage y-variabele). Een voorbeeld hiervan is gezondheidszorg. Naarmate iemand ouders wordt, heeft hij/zij tot een bepaald punt minder gezondheidszorg (o.a. doktersbezoeken) nodig. Echter, vanaf een bepaalde leeftijd (ongeveer 60 jaar) neemt het nodig hebben van de gezondheidszorg weer toe. Er bestaat dus een curvilineaire relatie tussen leeftijd en gezondheidszorg.

8.9 – Kan er een causale inferentie worden gemaakt over een associatie?

Het is belangrijk om stil te staan bij **causaliteit**. Veel leken associëren correlaties namelijk met causaliteit. Je moet dus altijd beseffen dat correlatie geen oorzaak is! Een normale associatie kan geen oorzaak tot stand brengen. Voor causaliteit is nodig:

1. Temporele precedentie
2. Interne validiteit
3. Covariantie van oorzaak en gevolg

Bij een correlatie tussen twee variabelen weet je niet altijd welke variabele er eerst kwam en of de ene variabele de andere veroorzaakt heeft. Bovendien weet je ook niet of er nog een derde variabele was die invloed heeft uitgeoefend op een of beide variabelen. Pas als aan alle drie voorwaarden van causaliteit is voldaan, kan men spreken van een causaal verband. In een associatie claim zal er nooit voldoen kunnen worden aan alle drie voorwaarden. Causaliteit kan alleen door middel van experimenten onderzocht worden. Wanneer een derde variabele voor een correlatie zorgt tussen twee variabelen, dan spreekt men van een spurious associatie.

8.10 – Waar kan de associatie naar gegeneraliseerd worden?

Bij **externe validiteit** vraag je je af of een associatie claim gegeneraliseerd kan worden naar andere mensen, tijden en plaatsen. Het kan zo zijn dat een bivariate correlatie onderzoek geen random steekproef heeft gebruikt, maar dat wil niet zeggen dat je de associatie weg moet schrijven. De resultaten van een onderzoek kun je gewoon accepteren en het gedeelte van de generalisatie kun je aan vervolgonderzoek over laten. Veel associaties generaliseren echter wel naar de populatie.

Wanneer er sprake is van een associatie onderzoek en de relatie tussen de twee variabelen verandert doordat een andere variabele een invloed uitoefent, spreken we van een **moderator*.*** Moderatoren kunnen ons informatie geven over de externe validiteit. Wanneer een associatie door een derde variabele gemodereerd wordt, dan kunnen sommige resultaten wellicht niet gegeneraliseerd worden naar andere settings of groepen mensen.

**Field hoofdstuk 4**

4.4 Hoe kan je beginnen met SPSS?

Bij het openen van SPSS krijg je een beginscherm waar men verschillende dingen kan kiezen, zoals het openen van een al bestaand bestand of een nieuw bestand maken. De belangrijkste schermen in SPSS zijn de **data editor,** waar je je data invoert en je statistische berekeningen mee uitvoert en de **viewer**, waar je resultaten van de analyses in verschijnen.

4.5 Wat wordt bedoeld met de data editor?

Zodra je de keuze hebt gemaakt in het beginscherm, kom je op het SPSS-scherm waar alle gegevens staan (of waar je alle gegevens in kunt vullen). Dit is de **data editor**. De data editor heeft twee opties, de **data view en de variable view**. De eerste is om de cijfers in te voeren en de tweede is om te kijken wat voor variabelen gebruikt worden. Door erop te klikken kom je op het goede scherm.

Betekenissen van de termen in de balk bovenin:

* **File (bestand):** Hier kan je algemene dingen doen zoals, het opslaan van de output en het printen.
* **Edit (opmaak):** Met deze optie kan het knip- en plakwerk gedaan worden.
* **View**: Deze optie laat systeem specificaties zien, zoals grijze lijnen in de data editor.
* **Data (gegevens):** Hier kan je veranderingen in de data editor aanbrengen. Met *insert variable* kan je een nieuwe variabele invoegen, met *insert cases* kan je een nieuwe rij invoegen, met *split file* kan je de gegevens splitsen met een variabele en met *select cases* kan je een selectie maken waar de analyse op gedaan moet worden.
* **Transform**: Als je één of meerdere variabelen wilt manipuleren is deze optie handig.
* **Analyze**: In dit menu zijn de statistische procedures te vinden. Een aantal procedures:
* **Descriptive Statistics**: Voor beschrijvende statistieken, frequenties en algemene gegevens.
* **Compare Means:** Hier kan je de verschillende t-toetsen en de een weg ANOVA vinden.
* **General Lineair Model**: Dit menu is voor complexe ANOVA’s
* **Mixed Models**: Voor multilevel lineair models.
* **Correlate:** In dit menu staan de correlaties zoals die van Spearman, Pearson en Kendall.
* **Regression:** De regressietechnieken.
* **Loglineair:** Voor loglineaire analyse.
* **Data Reduction**: Hier is de factoranalyse te vinden.
* **Scale**: Hier zijn de betrouwbaarheidsanalyses te vinden.
* **Nonparametric Tests**: Verschillende nonparametrische testen zijn hier te vinden.
* **Graphs (grafieken):** Met deze optie kan je verschillende grafieken van je gegevens laten maken.
* **Window:** Hiermee kan je wisselen tussen je output scherm en het scherm met de gegevens.
* **Utilities:** Bij data-file comments kan je commentaar toevoegen om het voor jezelf makkelijker te maken.
* **Add-ons**: Hiermee kan de benodigde deelnemers ten opzichte van de power uitgerekend worden.
* **Help**: Dit spreekt voor zich.

4.6 Op welke manier wordt data in IBM SPSS statistics ingevoerd?

In SPSS zijn **de kolommen de variabelen** en **de rijen de deelnemers**. Dit betekent dat elke deelnemer zijn eigen rij heeft. Als een onderzoeker een variabele in wil voeren doe je dit eerst in de variable view. Onderstaand worden de verschillende kolommen uitgelegd:

* **Name**: Hier kan je de naam van de variabele geven. Let wel op dat het programma sommige tekens niet accepteert net als de spatie.
* **Type:** De numerieke variabele wordt het meest gebruikt. Dit houdt in dat je voor elke score één cijfer hebt. Als je de string variabele gebruikt heb je bij de score een aantal letters, bijvoorbeeld een naam. Er zijn ook valuta variabelen zoals dollars of euro’s en datum variabelen die een datum weergeven.
* **Width:** SPSS geeft standaard 8 cijfers, maar hier kan je dat veranderen als dat nodig is. De width geeft aan hoeveel tekens je maximaal kunt invullen in een antwoordveld.
* **Decimals**: Hier kan je het aantal decimalen aangeven dat je weergegeven wilt zien.
* **Label:** Hier kan je een lange beschrijving van de variabele geven die normaal niet in het korte blokje past.
* **Values:** Hier kan je nummers aan personen of groepen toekennen.
* **Missing**: Hier kan je nummers aan missende gegevens toekennen.
* **Columns:** Hier kan je de breedte van de kolommen aangeven.
* **Align**: Hier kan je kiezen of je de cijfers links, rechts of in het midden van het vakje wilt hebben.
* **Measure:** Hierin kan je het meetniveau aangeven.
* **Role**: SPSS statistics heeft diverse procedures die een poging doen om bepaalde analyses automatisch uit te voeren zonder dat je erbij na hoeft te denken wat je moet doen. SPSS denkt als het ware namens de onderzoeker -- functie: automatic linear model

Als je dit allemaal hebt gedaan voor een variabele kan je naar de data view gaan en de gegevens van die variabele in de kolom invoeren.

Er kan ook sprake zijn van **een coding variabele**. Hierbij geeft een onderzoeker een nummer aan bepaalde groepen. Bijvoorbeeld bij geslacht van personen. De mannen krijgen een 0 en de vrouwen krijgen een 1. Dit kan aangegeven worden bij **de variable view - values**. Als een onderzoeker de missing data op wil geven zijn er drie opties:

1. De eerste optie houdt in dat geen ontbrekende gegevens zijn
2. De tweede optie is dat alleen een paar waardes missen
3. De derde en laatste optie houdt in dat de waardes tussen een bepaald gebied ontbrekende waardes zijn

Naast coderende variabelen bestaan er ook **numerieke variabelen**. De numerieke variabelen zijn het makkelijkste om te maken omdat de numerieke variabele het standaard format is in SPSS. Numerieke variabelen zijn variabelen die getallen bevatten bijvoorbeeld het aantal vrienden. Er kunnen ook variabelen missen. Dit kan zijn omdat sommige deelnemers aan onderzoeken vragen missen in een vragenlijst. Daarnaast kan er bij een technische fout optreden waardoor een score niet opgeslagen wordt en meer. De cel kan leeg gelaten worden in Excel. Je kunt echter in SPSS missende scores een nummer geven zodat SPSS weet dat dit een missende score is. Klik op de kolom missing in de variable view (data/variable view). Klik op ... om de missing values te activeren.

4.8 Wat wordt bedoeld met de SPSS-viewer?

De SPSS-viewer verschijnt in een ander venster dan de data editor en geeft de uitvoer van alle procedures in SPSS weer: de tabellen met de resultaten, de grafieken, de fouten en meer. **(output)**
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5.3 Wat wordt bedoeld met een SPSS Chart Builder?

**Grafieken** kun je maken in de **chart builder**. Ga in SPSS naar **graphs** en klik vervolgens op chart builder. Links wordt de lijst met variabelen weergegeven. Vervolgens laat het canvas zien hoe de grafiek eruit komt te zien en de geselecteerde variabelen kan je naar de juiste drop zones slepen.

Onderaan staat de galerij. Hier kun je aangeven hoe de grafiek eruit moet komen te zien. Er zijn verschillende mogelijkheden, bijvoorbeeld:

* Een lijndiagram
* Staafdiagram
* 3D
* 2D

De **properties panel** zit aan de rechterkant. Hier kan bepaald worden wat de grafiek weer moet geven, hoe het eruit komt te zien en hoe je om moet gaan met missende variabelen.

5.4 Wat wordt bedoeld met een histogram?

**Een histogram** is een nuttige manier om te kijken naar de vorm van de gegevens en om problemen te ontdekken. Een histogram wordt ook wel **een frequentie distributie** genoemd. Wanneer bij de galerij gekozen wordt voor een histogram krijg je de keuze uit vier verschillende vormen van histogrammen.

Dit zijn de volgende vier:

* **Simple histogram**: Een simpel histogram kan gebruikt worden om de frequenties van een simpele variabele te bekijken/ visueel weer te geven.
* **Stacked histogram**: Hier worden de verschillende groepen in een histogram weergegeven. Bijvoorbeeld man en vrouw.
* **Frequency histogram**: Dit is hetzelfde als een simpel histogram. In dit geval zijn de uitkomsten echter in een lijn te zien.
* **Population pyramid**: Hier zijn twee grafieken met de onderkant tegen elkaar gezet. De frequentie is dus hier te zien in de horizontale as. Je krijgt als het ware twee grafieken die gekanteld zijn.

In een histogram en **boxplot** zie je snel wat **de uitbijters** of **uitschieters (outliers)** zijn. Dit zijn scores die ver buiten alle andere scores vallen.

5.5 Wat wordt bedoeld met een boxplot?

**Een boxplot (of een box-whisker diagram)** is een andere goede manier om de verdeling van de gegevens te bekijken. In het midden van de boxplot zit **de mediaan.** Er zijn drie verschillende boxplots waaruit je kan kiezen. Dit zijn de volgende drie:

* **1 - D boxplot:** Deze boxplot wordt gebruikt wanneer er sprake is van één variabele zonder dat er een categorische variabele geselecteerd moet worden voor de x-as.
* **Simple boxplot**: Deze boxplot wordt gebruik voor de simpele variabelen. Een onderzoeker krijgt de categorieën in aparte boxplots naast elkaar te zien.
* **Clustered boxplot**: Deze boxplot is hetzelfde als de eerste vorm alleen kan je hier de gegevens in tweeën splitsen. De boxplots zijn dan in bijvoorbeeld twee verschillende kleuren te zien.

**Een ster (\*)** in het plaatje is een uitbijter. De box zelf is de middelste 50%. Verder worden ook de laagste en hoogste scores weergegeven. Wanneer de armen vanaf de mediaan even lang zijn is de verdeling symmetrisch. Daarnaast kunnen uitbijters via SPSS met behulp van **de z-scores** gevonden worden.

5.8 Wat wordt bedoeld met een scatterplot?

Een andere mogelijk manier om om gegevens weer te geven is **een scatterplot of spreidingsdiagram.** Een scatterplot is handig om te gebruiken wanneer je wil kijken naar de relatie tussen twee variabelen. Een scatterplot laat de score op de ene variabele en de score op de andere variabele zien. Bij een scatterplot kan je ook zien wat voor soort relatie er bestaat tussen twee variabelen. Bovendien zijn de uitbijters makkelijk in de grafiek te vinden. Om een scatterplot in SPSS te maken ga je naar **chart builder -> scatter / dot** en dan zijn er acht opties waaruit gekozen kan worden. Dit zijn de volgende acht:

* **Simple scatterplot**: Deze vorm kijkt alleen naar twee variabelen. In deze grafiek kan een continue variabele tegen een andere variabele uitgezet worden. Bijvoorbeeld wanneer een psycholoog geïnteresseerd is in de effecten van tentamen stress op de resultaten van het specifieke tentamen. Bij het plotten van een scatterplot is het handig om **de regressielijn** erin zichtbaar te maken. Dit is een lijn die de relatie tussen de twee variabelen samenvat. Je krijgt de lijn door de dubbel te klikken op de grafiek en vervolgens bij **properties** voor de optie **lineair** te kiezen wanneer je een lineaire lijn wilt.
* **Grouped scatter**: Dit is hetzelfde als de simple scatter alleen kan je hier onderscheid maken tussen groepen door middel van verschillende kleuren. Bijvoorbeeld: een onderzoeker wil kijken of mannelijke en vrouwelijke studenten verschillend reageren op stress voor een tentamen. Voor een grouped scatterplot wordt er nog een derde categorische variabele aan het geheel toegevoegd, en kan je ook meerdere regressielijnen zichtbaar maken.
* **Simple 3-D scatter**: Deze opties kan je gebruiken als je een continue variabele tegen twee andere variabelen uit wilt zetten.
* **grouped 3-D scatter**: Dit is hetzelfde als de grouped scatter alleen kan je hier nog een variabele toevoegen. Het kan soms onoverzichtelijk zijn als je een 3-D scatterplot maakt. Met de optie rotation kan je de grafiek draaien om een duidelijker beeld te krijgen.
* **Summary point plot:** Deze plot is hetzelfde als het staafdiagram alleen is het hier een punt in plaats van een staaf.
* **Simple dot plot**: Dit wordt ook wel **de density plot** genoemd. Het laat de frequenties zien en elke punt is één score. Het is een manier om de verdeling van de scores te zien.
* **Scatterplot matrix:** Deze laat meerdere plots zien tussen paren van variabelen.
* **Drop-line:** Een punt laat hier het gemiddelde zien en de lijn maakt de verbinding tussen de gemiddelden van de groepen. Dit is handig voor het vergelijken van de statistieken.

**Een matrix scatterplot** laat alle mogelijke combinaties zien van alle variabelen die ingevoerd worden. Selecteer eerst alle variabelen die vergeleken moeten worden en sleep deze vervolgens naar de scattermatrix. Het is verstandiger een matrix te plotten van 2D scatterplots. Dit type zorgt ervoor dat een onderzoeker kan kijken naar de relatie tussen alle combinaties van verschillende paren
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8.4 Op welke manier worden relaties gemodelleerd?

Er bestaat een algemene procedure voor het opstellen van een **bivariate correlatie coëfficieënt**. Voordat een onderzoeker begint met het uitvoeren van analyses moet hij of zij checken of aan de **assumpties**voldaan is. Het gaat hier voornamelijk om de assumpties van **lineariteit en normaliteit.**

**Lineariteit** heeft betrekking op de validiteit van het model**. Normaliteit** is voor alleen kleine samples. Dit maakt alleen uit wanneer er sprake is van **significante testen**. Beide kunnen uitgevoerd worden aan de hand van grafieken. Voorbeelden van deze grafieken zijn:

* Scatterplots
* Q-Q plot
* P-P plot
* Een histogram

Er kan gebruik gemaakt worden van de **pearson r** wanneer:

* aan de assumpties voldaan is
* er geen outliers zijn
* de outkomst variabele gemeten wordt op interval of ratio niveau

Zo ja, dan kun je een Pearson correlatie uitvoeren. Als er uitschieters zijn, of het is niet normaal verdeeld, kun je kiezen voor:

* **En bootstrap betrouwbaarheidsinterval**
* **De Spearman correlatie**
* **Kendall’s tau (zie verderop)**

Er wordt gebruik gemaakt van de Bootstrap CI, Spearman r of de Kendall's tau wanneer niet voldaan is aan de assumpties, er sprake is van outliers en de variabelen gemeten worden op ordinaal niveau. Het rangschikken van de data maakt de kans op outliers kleiner. Er kan daarnaast gebruik gemaakt worden van de Bootstrap om de betrouwbaarheidsintervallen te bepalen.

![page404image46803104](data:image/jpeg;base64,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)

De bivariate correlatie kan uitgevoerd worden in SPSS. Je gaat voor deze analyse in SPSS naar **analyze --> correlate --> bivariate.** De Pearson correlatie is automatisch door SPSS al aangevinkt. In **de dialog box** zijn de variabelen in **de data editor** aan de linkerkant weergegeven. Aan de rechterkant staat een leeg vlak genaamd **'variables'**. Je kunt hier zelf alle variabelen selecteren die je wilt gebruiken en met je muis naar dit lege vlak slepen.

SPSS creëert vervolgens een tabel van de correlatiecoëfficiënten voor alle combinaties van de specifieke variabelen. Deze tabel wordt **de correlatie matrix** genoemd. De correlaties staan allemaal dubbel in de matrix, dus de ene helft (diagonaal) kun je negeren. Significante correlaties geeft SPSS aan met een (**dubbele) asterisk (\*).**

In de output staat ook het **bootstrap betrouwbaarheidsinterval**. Als de variabelen niet normaal verdeeld zijn, kan hiernaar gekeken worden in plaats van naar de significantie van de variabelen. Als de 0 in het betrouwbaarheidsinterval zit, is er GEEN significante correlatie. De nul houdt in dat er geen sprake is van een effect. Valt de 0 niet in het interval is er wel sprake van een significante correlatie.

De pearson correlatiecoëfficiënt wordt bepaald door een algemene procedure te volgen in SPSS. Gebruik de test pearson en klik op OK. De matrix van resultaten wordt getoond in viewer. Er kunnen niet direct conclusies getrokken worden over de causaliteit van een correlatiecoëfficiënt. De interpretatie is belangrijk en men moet voorzichtig zijn met *causaliteit* aangezien een correlatie niet per se causaliteit betekent. Causaliteit bij correlaties kan voor twee redenen niet aangenomen worden namelijk:

* **Het derde variabele probleem**: Causaliteit tussen twee variabelen kan niet aangenomen worden omdat ook nog andere variabelen invloed kunnen hebben op de correlatie.
* **De richting van de causaliteit**: Een correlatie zegt niets over welke variabele de verandering bij de andere variabele teweegbrengt.

We gaan nog een stap verder door het te kwadrateren. Het kwadraat van de correlatie is de coëfficiënt van **determinatie R2 (R squared).** Het meet het percentage **gedeelde variantie**. Het is een maat voor hoeveel variantie de gecorreleerde variabelen delen. R2 wordt vaak gerapporteerd als dat een bepaald percentage variantie verklaard wordt door de andere variabele. Dit impliceert echter causaliteit, terwijl dat niet het geval hoeft te zijn bij een correlatie.

**Field Hoofdstuk 9 Deel 1**

9.7 Op welke manier wordt een lineair model in SPSS gebruikt?

Voordat de data geanalyseerd gaat worden is het handig als een onderzoeker eerst **een scatterplot** gaat maken van zijn of haar data om de assumptie van **lineariteit** te controleren en om te kijken of er sprake is van uitschieters. Tevens moeten de andere assumpties moet gecontroleerd worden wanneer onderzoekers willen dat het model gegeneraliseerd kan worden.

Bij **een regressie** staan de uitkomstvariabele en de voorspellers in verschillende kolommen. Daarnaast geeft elke rij de onafhankelijke waardes weer. Voor het uitvoeren van een regressieanalyse in SPSS ga je naar **analyze --> regression --> linear.** Bij **dependent** plaats je de uitkomstvariabele en bij i**ndependent(s)** plaats je de voorspeller(s). Bij **bootstrap** kun je een bootstrap betrouwbaarheidsinterval voor de regressiecoëfficiënten krijgen. Selecteer hiervoor **Bias corrected accelerated (BCa).**

9.8 Op welke manier wordt een lineair model met een voorspellende variabele geïnterpreteerd?

Bij de output vind je als eerste een tabel met de samenvatting die **R** en **R2** weergeeft. De R is bij simpele regressie de correlatie tussen de predictor en de uitkomst. Ook vind je een **ANOVA-tabel**. Daarin vind je de **MS** en de **F-ratio** en de **p-waarde** van die F-ratio. Bij significantie kunnen we zeggen dat het regressiemodel significant beter voorspelt dan alleen het gemiddelde.

De ANOVA-tabel zegt of het model in het algemeen een goede voorspelling geeft van de uitkomstvariabele, maar vertelt niets over de individuele bijdrage van de variabelen in het model. Bij simpele regressie heb je maar één variabele, dus als het een goed model is, was het ook een goede predictorvariabele.

De schattingen van de parameters in het model vind je in de tabel **coefficients.** **b0** is terug te vinden in de SPSS tabel bij **B (constant).** b1 staat ook onder B bij de predictorvariabele. Deze waarde geeft dus aan met hoeveel de uitkomstvariabele verandert als de predictor verandert met een bepaalde eenheid. Er staat een t-toets achter, die test of de b-waarde significant afwijkt van 0.

In de tabel bootstrap staat het bootstrap betrouwbaarheidsinterval. Bij BCa 95% betrouwbaarheidsinterval staan de grenzen waartussen de b-waardes waarschijnlijk liggen. Als 0 niet in dit interval zit, is er een significante relatie tussen de variabelen.

Met dit model kun je voorspellingen doen. Dit doe je door de b-waardes in te vullen in de standaard regressieformule **(y = a + bx).** Nu kun je een X-waarde invullen om een bepaalde uitkomst te voorspellen.

9.10 Op welke manier past een lineair model met twee of meer voorspellende variabele in SPSS?

Eerst kan er een scatterplot gemaakt worden om te kijken naar de relaties tussen de uitkomst variabele en de voorspellende variabelen. Het is belangrijk dat ook bij **een multipele regressie** voor de analyse de voorwaarden gecontroleerd worden. De regressieanalyse kan ook hier uitgevoerd worden via **analyze – regression – linear.**

Voor de hiërarchische methode heeft SPSS blokken voor elke stap. Bij next kom je in een volgend blok. Bij verschillende blokken is het mogelijk verschillende methoden te kiezen, in het afrolmenu bij **Method**. Je kunt twee of meer voorspellers tegelijk invoeren door de control toets ingedrukt te houden terwijl je de variabelen selecteert en naar Independents sleept.

Bij de optie statistieken kan een onderzoeker een aantal opties kiezen:

* **Estimates**: Geeft de geschatte b-waardes samen met de t-toets weer.
* **Confidence intervals**: Geeft de betrouwbaarheidsintervallen van de ongestandaardiseerde regressiecoëfficiënten weer.
* **Covariance matrix**: produceert een matrix van de covarianties, de correlatiecoëfficiënten en de varianties van de regressiecoëfficiënten van de variabelen in het model.
* **Model fit:** Deze heb je altijd nodig, en is ook al standaard aangevinkt. Het geeft de F-waarde en R weer.
* **R squared change**: Geeft de verandering van R2 weer wanneer er een nieuwe voorspeller bijkomt.
* **Descriptives:** Geeft de standaardafwijking, het gemiddelde en de n voor alle variabelen. Geeft bovendien een correlatiematrix, die nuttig is om multicollineairiteit te checken.
* **Part en partial correlations**: Geeft de zero order correlaties, de gewone bivariate Pearson correlatie, tussen de voorspellers en de uitkomstvariabele. Daarnaast geeft het de part en partial correlaties van de voorspellers.
* **Collinearity diagnostics**: Geeft VIF of tolerantie weer.
* **Durbin-Watson toets**: Toetst de assumptie van onafhankelijke meetfouten.
* **Casewise diagnostics:** Geeft de geobserveerde uitkomstwaarde, de voorspelde uitkomstwaarde, het verschil hiertussen (het residu) en het gestandaardiseerde residu.

Bij plots kan een onderzoeker verschillende grafieken maken. De meeste plots zijn ook residuals betrokken die eerder besproken zijn. Aan de linker kant staan er diverse variabelen:

* **Dependent:** dit is de uitkomst variabele.
* **\*ZPRED:** dit is de gestandaardiseerde voorspelde waarden van de uitkomst gebaseerd op het model.
* **\*ZRESOD:** dit zijn de gestandaardiseerde residuals of errors.
* **\*DRESID:** dit zijn de verwijderde residuals.
* **\*ADJPRED:** dit zijn de aangepaste voorspelde waarden.
* **\*SRESID:** dit zijn de stundentized residuals.
* **\*SDRESID:** dit zijn de studentized verwijderde residuals.

Bij **save** kan aangeven worden welke diagnostieken een onderzoeker er allemaal erbij wil hebben. Dit kan gedaan worden om bijvoorbeeld invloedrijke scores te ontdekken. Bij options kan een onderzoeker de stapmethode voor stapsgewijze regressie kiezen en aangeven hoe je met missende waarden omgaat. **Exclude cases listwise** betekent dat als een persoon op één variabele een missende waarde heeft, deze persoon uit de analyse wordt gehaald.

**Morling et al. Pagina 499 & 500**

Is de correlatie significant? Inferentiële statistieken met *r*

De correlatiecoëfficiënt is een descriptieve statistiek omdat het de richting en sterkte van een relatie tussen twee numerieke variabelen beschrijft. We kunnen ook de statistische significantie van een correlatiecoëfficiënt evalueren. Bij *t* en *F* gebruiken we de vier stappen van **NHST**:

1. Aannemen dat er geen relatie is in de populatie
2. Dataverzameling en *r* berekenen
3. Schatten de probabiliteit van het verkrijgen van de *r*, of een die meer extremer is, als de nulhypothese waar is
4. We beslissen of we de nulhypothese verwerpen of verhouden

Verwerpen we de nulhypothese? Dan nemen we aan dat onze *r* statistisch significant was.

Sampling distributie van *r*

Net als *t* en *F* heeft de correlatiecoëfficiënt sampling distributies, die gebaseerd is op de waarschijnlijke waarden van *r* die we zouden krijgen als we de studie meerdere keren met random samples van een populatie zouden uitvoeren, en waarin de nulhypothese waar is (hier zouden de waarden rondom de 0.00 liggen). Als de nulhypothese waar is met een grote sample (>30), lijkt de sampling distributie van *r* erg op de distributie van *t*. (dit geldt andersom voor een grote *r*).

De exacte *p-waarde* die uitgerekend wordt door de computer bij een *r-waarde* vertelt on de waarschijnlijkheid van het verkrijgen van die *r* of een extremere waarde als de nulhypothese waar is. wanneer de *p-waarde* kleiner is dan alfa (meestal <0.05) is het resultaat statistisch significant.

Sample size en *r*

Grote *r* is waarschijnlijker statistisch significant. Maar, dit hangt ook af van de sample size. *R* kan dus ook de meting aannemen van de effectgrootte. Bijvoorbeeld, *r* kán statistisch significant zijn (in een grote sample bijvoorbeeld), maar representeert nog steeds een hele zwakke of kleine effectgrootte.

Is die regressiecoëfficiënt significant? Inferentiële statistieken voor beta

ß is een waarde verkregen van het multipele regressie proces, die lijkt op *r*, omdat het gebruikt is als schatting van de associatie tussen twee variabelen. Maar, ß representeert vaak de relatie tussen een voorspeller (onafhankelijke) variabele, en een afhankelijke variabele, controlerend op andere variabelen.

Na het vinden van de *t-waarde* geassocieerd met de ß, kunnen we de sampling distributie van *t* gebruiken om de statistische significantie van die ß te evalueren (de sampling distributies van de *t* die gebruikt zijn voor deze evaluatie zijn hetzelfde als die voor het evalueren van het verschil tussen twee samples). Daarnaast geldt hetzelfde als voor de NHST, het vier stappenplan.

Een multipele regressie tabel in een empirisch artikel heeft vaak een kolom die een indicatie geeft of elke beta statistisch significant is, met deze uitkomsten:

* Actuele *t-waarde* die geassocieerd is met die bèta, naast de *p-waarde* geassocieerd met die *t*
* Alleen de *p-waarde* die geassocieerd is met de bèta en zijn *t*
* Alleen een asterisk (\*), die aangeeft dat de bèta statistisch significant is
* De letters n.s., die aangeven dat de bèta niet significant is
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18.9 Hoe wordt een betrouwbaarheidsanalyse uitgevoerd?

Het is belangrijk **de betrouwbaarheid** van de schaal te controleren wanneer een **factoranalyse** gebruikt is om vragenlijsten te valideren. Betrouwbaarheid betekent dat een meetinstrument consistent is in het meten van het construct. Dit betekent bijvoorbeeld dat wanneer een proefpersoon dezelfde vragenlijst tweemaal invult op verschillende momenten, dat deze dezelfde uitslag geven. Dit heet test-hertest betrouwbaarheid. Het betekent dat twee proefpersonen die hetzelfde zijn op het gemeten construct ook hetzelfde moeten scoren.

**De split-half betrouwbaarheid** splitst de schaal random in twee sets van items. Bij een betrouwbare schaal heeft een proefpersoon ongeveer dezelfde score op beide helften. Er wordt dan gekeken naar de correlatie tussen de twee helften. Als die correlatie voor veel personen hoog is, betekent het dat de schaal betrouwbaar is. Het nadeel van deze methode voor het meten van de betrouwbaarheid is dat de schaal op veel manieren in tweeën gesplitst kunnen worden en dat er dus verschillen uitkomsten kunnen zijn.

*Cronbach* heeft daarom een methode bedacht waarbij de betrouwbaarheid wordt gemeten door alle mogelijke split-half sets van items te berekenen en de correlatiecoëfficiënt van elke splitsing te berekenen. Het gemiddelde van deze mogelijke split-halfs wordt Cronbach’s α genoemd, de meest gebruikte statistiek om de betrouwbaarheid te meten. De volgende formule kan gebruikt worden:

**α = (N2 \* cov) / (Σs2item + Σcov item)**

Er is ook een gestandaardiseerde versie van **Cronbach’s α** en die is handig wanneer de items voor de optellen ook al gestandaardiseerd zijn. Bij een waarde van 0.7 of 0.8 of hoger wordt gezegd dat de betrouwbaarheid goed is. Maar dit kan niet zomaar aangenomen worden omdat α ook afhankelijk is van het aantal items op de schaal. Hoe meer items een schaal bevat, hoe hoger Cronbach’s α.

Vaak wordt gedacht dat α un**idimensionaliteit** meet: of de schaal één onderliggend construct heeft. Dit is echter onjuist. Dezelfde α kan verkregen worden bij verschillende factorstructuren. Als er meerdere factoren zijn moet alpha worden berekend over deze subschalen.

Bij vragenlijsten zitten er vragen tussen die andersom geformuleerd zijn om de proefpersonen wakker te houden. Voor factoranalyse maakt dit niet uit, je krijgt alleen een negatieve factorlading in plaats van een positieve. Voor Cronbach’s alpha maakt het wel uit, andersom geformuleerde vragen zorgen voor een kleinere waarde. Er kan zelfs een negatieve alpha uitkomen. In dit geval moet je nakijken of je omgekeerde vragen hebt. Deze vragen moeten dan **omgepoold** worden, andersom gecodeerd.

18.10 Hoe wordt een betrouwbaarheidsanalyse uitgevoerd in SPSS?

Voor de betrouwbaarheidsanalyse in SPSS ga je naar **Analyze –-> Scale -–> Reliability Analysis.** Sleep de vragen van de (sub)schaal naar het vak **Items**. Bij **Model** kan je de methode voor de betrouwbaarheid kiezen, maar Cronbach’s Alpha is de standaard optie. Aan de (sub)schaal kan een naam gegeven worden in Scale label.

Bij **Statistics** is de belangrijkste optie **Scale if item deleted**. Het geeft voor elke vraag aan wat Cronbach´s alpha zou zijn als dit item verwijderd wordt. Als een bepaald item een groot verschil maakt in betrouwbaarheid, moet je overwegen om deze vraag te verwijderen.

De **intraclass correlatiecoëfficiënt (ICC)** kan ook gebruikt worden. De correlatiecoëfficiënten die eerder in het boek zijn besproken berekenen de relatie tussen variabelen die verschillende dingen meten. ICC meet daarentegen de relatie tussen twee variabelen die hetzelfde meten. Het wordt veel gebruikt bij het vergelijken van gepaarde data op hetzelfde meetinstrument en het meten van de consistentie tussen juryoordelen.

18.11 Hoe ziet de output van een betrouwbaarheidsanalyse in SPSS eruit?

**De output** begint met een kleine tabel genaamd **Reliability Statistics**, waar Cronbach’s Alpha vermeld staat. Hoewel de richtlijnen dus niet blindelings moeten worden toegepast, is een score hoger dan 0.8 doorgaans goed.

In de tabel **Item-Total Statistics** is de gecorrigeerde item-totaal correlatie de correlatie tussen elk item en de totale schaal. Wanneer items niet goed correleren met de schaal (onder de .3), kan overwogen worden deze items te verwijderen. Bij Cronbach’s α if item is deleted wordt de alpha gegeven als het item niet meegenomen wordt in de berekening.

Als de alpha dan hoger is betekent het dat de betrouwbaarheid groter zal zijn als die vraag niet in de schaal zit. Er moet dan overwogen worden de vraag te verwijderen. Als een vraag een negatieve item-total correlatie heeft, kan het zijn dat deze vraag andersom geformuleerd is en nog niet is omgepoold.

18.12 Hoe wordt een betrouwbaarheidsanalyse gerapporteerd?

**De betrouwbaarheidanalyse** wordt gerapporteerd door de waarde van alpha te geven. Geef de waarde net als bij de correlatie zonder de nul ervoor (bijvoorbeeld 0.7).
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9.1 – Hoe kunnen multiple-regressie designs derde variabelen buiten sluiten?

In een onderzoek kwam naar voren dat het hebben van lange pauzes (meer dan 15 minuten) samenhing met beter gedrag in kinderen. Maar wat is de causale link? Wat kwam er eerst? Gedragen kinderen zich beter doordat ze langer pauze hebben gehad of worden brave kinderen beloond met een langere pauze? Daarnaast moet je je ook afvragen of er **derde variabelen** aanwezig zijn. Het zou zomaar kunnen dat er een of meerdere variabelen zijn die een invloed hebben gehad op de relatie tussen de duur van een pauze en goed gedrag. Met **multipele-regressie analyses** kun je enkele derde variabelen uitsluiten. Dit maakte het onderzoek een **multivariate correlationeel onderzoek**.

Met **multivariate designs** kunnen onderzoekers kijken of een relatie tussen twee variabelen blijft bestaan wanneer een derde variabel constant wordt gehouden. Je zou zo’n derde variabele op kunnen splitsen in verschillende subgroepen. Stel je neemt inkomen van ouders als derde variabele. Je zou dit op kunnen splitsen in laag inkomen, middeninkomen en hoog inkomen. Vervolgens kun je kijken of de relatie tussen gedragsproblemen en duur van pauzes blijft bestaan in elk van deze subgroepen.

9.2 – Welke statistische maten worden er gebruikt in multiple-regressie designs?

In deze designs wordt er gekeken naar drie of meer variabelen. Eerst moet men beslissen welke variabele het meest interessant is. Dit wordt de **afhankelijke variabele**of **criterion variabele** genoemd. In het onderzoek over pauzes en probleemgedrag waren onderzoekers het meest geïnteresseerd in probleemgedrag. De andere variabelen worden **onafhankelijke variabelen**of **predictor variabelen** genoemd.

Wanneer je in SPSS **een regressie** laat uitvoeren, krijg je ook een **regressie tabel.** In je regressie tabel moet je kijken naar **de bèta -waarden**. **Bèta** laat de richting en sterkte van de relatie tussen predictor en criterion variabele zien, tijdens het constant houden van de andere predictor variabelen (heel belangrijk). Het lijkt op een r,maar het voegt nog een extra dimensie toe. Een negatieve bèta duidt op een negatieve relatie en een positieve bèta duidt op een positieve relatie. Een hoge waarde betekent dat de relatie ook sterker is dan een lage waarde. Een bèta is **gestandaardiseerd** en de eenheden van de verschillende predictor variabele (bijvoorbeeld euro, minuten en centimeter) zijn allemaal gestandaardiseerd tot een maat.

Een bèta waarde kan veranderen wanneer andere predictor variabelen worden toegevoegd. Daarnaast staat er vaak in een kolom naast de bèta waarden ook wat de significantie en de p-waarde is van de bèta. Wanneer de p gelijk of hoger is dan .05, dan is bèta niet significant. Dat betekent dat de gevonden associatie tussen een predictor variabele en criterion variabele toevallig gevonden is in het onderzoek en waarschijnlijk niet bestaat in de populatie.

Wat als je naar meerdere variabelen kijkt die een invloed kunnen hebben op de relatie tussen een criterion en predictor variabele? Dan gelden dezelfde regels weer voor bèta. De bèta-waarde van een variabele zegt al iets over de relatie tussen die predictor variabele en criterion variabele, gecontroleerd voor de andere predictor variabelen die in het model opgenomen zijn. Het is handig om meerdere predictor variabelen in een onderzoek toe te voegen, zodat je met meer zekerheid kan stellen (of niet) dat een relatie niet beïnvloed wordt door een derde variabele. Wat ook handig is aan het toevoegen van meerdere predictor variabelen, is dat je aan de grootte van de bèta-waarden kunt zien welke factoren een sterkere invloed hebben op de afhankelijke variabelen. Kijk dus goed naar de bèta en haal de bèta niet door elkaar met de **ongestandaardiseerde b.** Dat is een waarde die ook vaak in een regressietabel weergegeven wordt, maar die dus kijkt naar waarden die NIET gestandaardiseerd zijn. Je zou dus niet elke variabele met elkaar kunnen vergelijken aan de hand van b, want je kunt niet euro’s met centimeter of minuten vergelijken.

In populaire tijdschriften of kranten worden vaak ook resultaten van een onderzoek uitgelicht. Vaak is het wel zo dat termen zoals ‘bèta,’ ‘p’ en ‘significantie’ niet genoemd worden. Toch kun je aan de hand van enkele termen zien dat het gaat om een multipele regressie. Termen zoals ‘**controleren voor** andere variabelen,’ ‘rekening houden met andere variabelen,’ en ‘correctie voor andere variabelen’ laten zien dat een multipele regressie in het onderzoek werd gebruikt.

9.3 – Kan regressie causaliteit vaststellen?

Ook al voeg je 20 variabelen toe die als potentiële derde variabelen gezien kunnen worden, dan betekent het niet dat je aan alle voorwaarden voor **causaliteit** hebt voldaan. Multipele regressie designs kunnen bepaalde derde variabelen uitsluiten, maar ze kunnen niet **temporele precedentie** vaststellen. Daarnaast kunnen ze ook niet controleren voor derde variabelen die niet opgenomen zijn in het onderzoek. Het kan voor komen dat onderzoekers er zich niet bewust van zijn dat er een bepaalde variabele is die invloed uit zou kunnen oefenen op de relatie tussen de criterion en predictor variabele. Deze variabele zal dan niet opgenomen worden in het onderzoek en de conclusie die men trekt aan de hand van de resultaten van het onderzoek zal vertekend zijn. Het probleem met potentiële derde variabelen kan eigenlijk alleen maar opgelost worden door experimenten uit te voeren. Door het random toeschrijven van proefpersonen aan bepaalde condities, neem je derde variabelen weg. Alleen experimenten kunnen causaliteit vaststellen.
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9.4 – Hoe zit het met de vier validiteiten in multivariate designs?

**Multipele-regressie analyses** helpen met het derde variabele probleem, **longitudinaal onderzoek** stelt temporele precedentie vast en **multivariate designs** hebben dus enig bewijs voor **interne validiteit.**

Voor multivariate designs is het ook belangrijk om de **construct validiteit** te onderzoeken door te kijken naar hoe goed elke variabele gemeten was.

Om de **externe validiteit** te onderzoeken, kan men kijken naar de proefpersonen. Zijn deze random gekozen? Zijn er personen uit verschillende lagen van de bevolking gebruikt of hebben onderzoekers bijvoorbeeld alleen maar de mensen met een laag inkomen onderzocht?

Daarnaast kan **statistische validiteit** onderzocht worden door te kijken naar de statistische data die de onderzoekers hebben aangedragen. Hoe zit het met de **effectgrootte en significantie**? Ook moet er gekeken worden naar **uitbijters en curvilineaire relaties**.

9.5 – Samenvatting hoofdstuk

*Reviewen van de drie causale criteria*

* In een multivariate design meten onderzoekers meer dan twee variabelen en kijken naar de relaties tussen deze.
* Een simpele, bivariate correlatie geeft aan dat er covariantie is, maar kan niet altijd aangeven dat er temporele precedentie of interne validiteit is, dus kan het geen causatie vaststellen.

*Vaststellen van temporele precedentie met longitudinale designs*

* Longitudinale designs starten met twee sleutel variabelen, op welke dezelfde groep mensen gemeten worden op meerdere punten in de tijd. Onderzoekers kunnen zien welke variabele eerst kwam, wat het vaststellen van temporele precedentie helpt.
* Longitudinale designs produceren **cross-sectionele correlaties** (correlaties tussen de twee sleutel variabelen op een moment in de tijd) en **autocorrelaties** (correlaties tussen een variabele en zichzelf, gedurende de tijd)
* Longitudinale designs produceren ook **cross-lag correlaties**. Door het vergelijken van de relatieve sterktes van de twee cross-lag corrrelaties, kunnen onderzoekers infereren welke van de variabelen waarschijnlijk het eerst kwam (of dat ze elkaar wederzijds versterken)

*Oorzakelijk worden met patroon en spaarzaamheid*

* Onderzoekers kunnen causale zekerheid benaderen door patroon en spaarzaamheid; ze specificeren een mechanisme voor de causale relatie en combineren de resultaten van een variatie van onderzoeksvragen. Wanneer een enkele causale theorie alle ongelijksoortige resultaten verklaart, zijn onderzoekers dichter bij het ondersteunen van een causale claim.

*Bemiddeling*

* In een bemiddelingshypothese specificeren onderzoekers een variabele die tussen twee interessante variabelen komt als een mogelijke reden dat de twee variabelen een associatie hebben. Na het verzamelen van data van alle drie de variabelen (de originele twee, en de bemiddelaar), volgen ze specifieke stappen om te evalueren hoe goed de data de bemiddelingshypothese ondersteunt.
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9.2 – Hoe ziet een simpel regressie model eruit?

Om de relatie tussen twee variabelen te bekijken kan gebruik gemaakt worden van de volgende vergelijking: **outcome i = (b1 \* Xi) + error i.**

Als er wordt gewerkt met ruwe data is het belangrijk extra informatie toe te voegen over de uitkomst variabele (= de afhankelijke variabele). **Een constante variabele b0** kan worden toegevoegd. Dit wordt de intercept genoemd. Deze variabele geeft de waarde van de uitkomst wanneer de voorspellende variabele niet aanwezig is. In andere woorden: de voorspellende variabele heeft een waarde van 0. Dit resulteert in het volgende model:

**Outcome i = (b0 + b1 \* Xi) + error --> Yi = (b0 + b1 \* Xi) + e i.**

Voor Nederlanders, Brazilianen en Fransen wordt het de volgende vergelijking: **outcome i = ax + b.**

De bovenstaande vergelijkingen zijn vormen van **de straight line modellen**. **De slope** van de lijn wordt aangegeven met de letter **b1** en de **intercept** wordt aangegeven met de letter b0. De slope wordt in het Nederlands **de helling** genoemd. De slope geeft aan hoe het model eruitziet. De intercept is het snijpunt waar de lijn de x-as raakt. De intercept geeft aan waar het model zich bevindt in een grafiek.

De letters b0 en b1 zijn de **regressie coëfficiënten** die gebruikt worden in dit boek. De letter i is het **subscript**. Hiermee wordt bedoeld dat het een relatie heeft met variabele i. Als deze regressiecoëfficiënten bekend zijn, kan de uitkomst voorspeld worden. Er bestaat echter altijd een error. De error houdt in dat de voorspelling niet 100% accuraat is. Het is namelijk een voorspelde waarde.

Het is ook mogelijk een lineair model te hebben met verschillende/ meerdere voorspellende variabelen. In dit geval zijn er meerdere onafhankelijke die de uitkomst voorspellen. Wanneer er meerdere onafhankelijke variabelen zijn, is er sprake van een multipele regressie. Deze onafhankelijke variabelen hebben in deze situatie elk een eigen regressiecoëfficiënt. Het model zit er als volgt uit wanneer er twee voorspellende variabelen zijn:

**Yi = (b0 + b1 \* X1i + b2 \* X2i) + ei.**

Het model geeft een voorspelde waarde die iets afwijkt van de werkelijke data. Het verschil tussen de door het model voorspelde waardes en de werkelijke waardes wordt de error of **de residuen (residuals)** genoemd. Er bestaat een formule voor de totale error. Deze is de volgende:

**Totale error = Σ (geobserveerdi – modeli)2**

Het verschil tussen de voorspelde waarde en de werkelijke waarde kan zowel positief als negatief zijn. Als ze bij elkaar opgeteld worden kunnen ze weggelaten worden. Daarom worden ze gekwadrateerd. Omdat in een regressie gesproken wordt over residuen in plaats van een error, wordt dit **de sum of squared residuals** of **de residual sum of squares** of **residuensom** aangeduid met **SSr.** Als de SSR klein is, past de lijn goed bij de data. Als de SSR groot is, is de lijn helemaal niet representatief voor de data.

Het model dat het best past bij de data, is het model dat de kleinste SSr oplevert. Dit wordt gedaan met **de ordinary least squares method** waarbij de computer **de parameters (de b’s in je model) s**chat die de kleinste residuensom oplevert. Als je het beste model hebt, moet je kijken naar hoe goed het model is ‘the goodness of fit’.

**De goodness of fit** is de mate waarin het model past in de verzamelde data. De beste lijn kan immers nog steeds een hele slechte fit hebben met de data.

Om voorspellingen te maken hebben we het model, dus de coëfficiënten nodig dat het beste bij de gegevens past. De SSR geeft aan hoe groot de error is. Het kwantificeert de error. Het is echter belangrijk een vergelijkpunt te hebben om te kijken of het model beter is dan niets. Als je geen model hebt, is je gemiddelde de enige nuttige schatting die je kunt maken. **Het gemiddelde** wordt dus gebruikt als model waarbij er geen relatie is tussen de variabelen. Als het gemiddelde van een model genomen wordt kunnen de verschillen uitgerekend worden tussen de data en het gemiddelde. Als gevolg hiervan kan een sum of squares uitrekenen. Dit heet **de totale kwadratensom (SST),** de totale hoeveelheid verschillen wanneer het basismodel, het gemiddelde, wordt toegepast op de gegevens.

De residuensom (SSR) is het verschil tussen het regressiemodel en de data, dus de error wanneer het best mogelijke model op de data wordt toegepast. Het verschil tussen de SST en de SSR is de verbetering in voorspelling die het model biedt boven het gemiddelde. Deze verbetering is **de sum of squares van het model, de SSM.**

Een grote SSM betekent dat het regressiemodel erg verschillend is van alleen het gemiddelde gebruiken om de uitkomstvariabele te voorspellen. Met deze kwadratensommen kun je de proportie van verbetering uitrekenen:

**R2 = SSm / SSt**

**R2** is hier de proportie van verbetering en als je het vermenigvuldigt met honderd krijg je er een percentage uit. R2 is de proportie verklaarde variantie dat verklaard wordt door het model tegenover hoeveel variantie er in totaal is. Als je hieruit de wortel trekt krijg je de Pearson correlatie.

Een tweede manier om de kwadratensom te gebruiken is voor het berekenen van de **F-toets**. De F-toets is gebaseerd op de ratio van de verbetering door het model (SSM) en het verschil tussen het model en de geobserveerde gegevens (SSR). Omdat de sum of sqaures afhangen van de steekproefgrootte, wordt de gemiddelde kwadratensom (**mean square, MS**) gebruikt.

Om de mean square te bepalen wordt de SS gedeeld door het aantal v**rijheidsgraden**. Voor SSM is het aantal variabelen het aantal vrijheidsgraden. Wanneer er sprake is van een simpele regressie is **dfM** gelijk aan 1. Voor SSR is in dit geval het aantal vrijheidsgraden het aantal observaties min het aantal. De F-ratio is een meting van hoeveel het model de voorspelling van de uitkomst verbetert in vergelijking met de onnauwkeurigheid in het model.

**MSm = SSm / k**

**MSr = SSr / (N – k – 1)**

**F = MSm / MSr**

**F = (N – k – 1) \* R2 / k \* (1 – R2)**

Een goed model heeft een grote F-waarde. Dit betekent dat er een grote verbetering is in de voorspelling (een grote MSM) en dat het verschil tussen de voorspelling en de data klein is (een kleine MSR).

Elke predictor in het regressiemodel heeft een coëfficiënt (b). In simpele regressie is er sprake van slechts één predictor is. In dit geval is b de richtingscoëfficiënt van de regressielijn. De b geeft dan de verandering in uitkomst aan die komt door de verandering in de predictor. Als het gemiddelde gebruikt wordt als model, is er geen verandering in de uitkomst bij een verandering in de predictor. Wat de waarde van de predictor ook is, de geschatte uitkomstwaarde is altijd het gemiddelde. Hierbij heeft de richtingscoëfficiënt (b) een waarde van 0. De regressielijn is horizontaal.

Als een variabele significant een uitkomst wil voorspellen, dan moet het dus een b-waarde hebben die significant verschilt van 0. Dit kan getoetst worden met de t-toets. Hierbij toets je de nulhypothese dat de waarde van b gelijk is aan 0. De t-toets is net als de F-toets een ratio van de verklaarde variantie tegen de onverklaarde variantie van meetfouten. Om error van de b te schatten, wordt de standard error gebruikt. De formule wordt als volgt beschreven: **t = (b geobserveerd - b verwacht) / SEb**

Vanuit de nulhypothese wordt ervan uitgegaan dat b verwacht = 0. De formule wordt vervolgens als volgt geformuleeerd: **t = b geobserveerd / SEb**

Bij regressie is het aantal vrijheidsgraden **N – p – 1.** N is hierbij de totale steekproefgrootte en p is het aantal predictors. Bij simpele regressie wordt het als volgt: **df = N – 2**. Als er sprake is van een grote t-waarde die groter is dan de kritieke waarde (zie de tabel in de appendix) wordt de nulhypothese verworpen. In dit geval wijkt b dan significant af van 0. De predictor heeft dan een significante bijdrage in het voorspellen van de uitkomst.

9.3 – Wat wordt bedoeld met een bias in de regressiemodellen?

Nadat het model gemaakt is, zijn er twee belangrijke vragen die gesteld moeten worden:

* Wordt het model beïnvloed door een klein aantal gevallen?
* Kan het model gegeneraliseerd worden naar andere steekproeven?

Voor het beantwoorden van de eerste vraag kan gekeken worden naar uitschieters en invloedrijke gevallen. **Uitschieters (= outliers)** kunnen de schattingen van de parameters in het model sterk beïnvloeden. Uitschieters zijn te herkennen aan een groot residu. Uitschieters zorgen voor een grote afwijking van de trend. Outliers zorgen ervoor dat de lijn platter wordt en dat de intercept toeneemt. In dit geval wordt respectievelijk b1 kleiner en b0 groter.

Residuen laten de meetfout (errors) in het model zien. **De ongestandaardiseerde residuen** (de normale residuen) zijn in dezelfde schaal als de uitkomstvariabele gemeten en zijn dus moeilijk te gebruiken in andere modellen. **Gestandaardiseerde residuen** zijn residuen die tot **z-scores** zijn getransformeerd en kunnen bij meerdere modellen gebruikt worden als standaard. Het voordeel is dat er voor deze gestandaardiseerde residuen richtlijnen zijn over welke residuen acceptabel zijn en welke niet.

Er is ook nog **de studentized residu** die varieert van punt tot punt. Ze hebben dezelfde proporties als de gestandaardiseerde residuen alleen geven ze een iets preciezere schatting van de meetfout in een specifiek geval.

Soms bestaan er een of meerdere scores die de schattingen van de parameters van het model enorm beïnvloeden. Met verschillende statistieken kunnen deze scores gevonden worden. De aangepaste voorspelde waarde is zo’n statistiek. Deze wordt ook wel **de adjusted predicted value** genoemd. Deze techniek berekent het model zonder een bepaalde score. Wanneer de score weinig invloed heeft zal de aangepaste voorspelde waarde ongeveer overeenkomen met de voorspelde waarde.

**Het verwijderde residu (= the deleted residual)** is het verschil tussen de aangepaste voorspelde waarde en de geobserveerde waarde. Als dit residu gedeeld wordt door de standaarddeviatie krijg je de **studentized verwijderde residu.**

Deze techniek van het verwijderde residu geeft alleen aan hoeveel invloed de score heeft op hoe goed het model die ene score kan voorspellen. Het geeft geen informatie over hoe die score het hele model beïnvloed. **De Cook’s distance** kijkt wel naar het effect van één score op het gehele model. Wanneer de Cook’s distance groter is dan 1 is er reden tot bezorgdheid.

Een tweede manier om de invloed te meten is **leverage (hoofd waardes)** die de geobserveerde waardes boven de voorspelde waardes stelt. Het kan uitgerekend worden met **(k + 1) / n.** In dit geval staat k voor het aantal voorspellers en staat n voor het aantal gevallen. Er zijn ook nog **de Mahalanobis distances** die de afstand meet van de scores tot het gemiddelde van de predictorvariabele. Je kijkt naar de gevallen met de hoogste waardes. Hier hebben de afstanden een chi-square distributie waarbij het aantal vrijheidsgraden gelijk is aan het aantal voorspellende variabelen.

Je kunt een regressieanalyse uitvoeren met een score erbij en daarna zonder die score. Vervolgens kan dan gekeken worden hoe groot het verschil is in regressiecoëfficiënten. Het verschil tussen een schatting van de parameters met alle scores en de schattingen waarbij een score is verwijderd, heet de **DFBeta**.

Om geen invloed van de schalen te hebben wordt **de gestandaardiseerde DFBeta** gebruikt. Waardes boven de 1 hebben veel invloed op de modelparameters.

Een gerelateerde statistiek is de **DFFit**, het verschil tussen de voorspelde waarde voor een score wanneer het model is berekend met die score erbij en wanneer het model is berekend zonder die score. Wanneer een score geen invloed heeft, is de DFFit 0. Ook hier is een gestandaardiseerde DFFit mogelijk.

Als laatste is er ook nog de **covariantie ratio (CVR)**. Dit meet of een score invloed heeft op de variantie van de regressieparameters. Een score heeft weinig invloed wanneer de waarde van de CVR dicht bij 1 ligt.

**Als CVRi > 1 + [3 \* (k – 1) / n] – het verwijderen van de i-de case tast de precisie van sommige parameters in het model aan.**

**Als CVRi < 1 + [3 \* (k – 1) / n] – het verwijderen van de i-de case zorgt voor een verbetering van de precisie van sommige parameters in het model.**

In beide ongelijkheden staat k voor het aantal voorspellers, staat n voor de omvang van de steekproef en is CVRi de covariantie ratio voor de i-de deelnemer.

De hierboven genoemde statistieken zijn een manier om te kijken hoe goed het model bij de gegevens past. Het is niet een manier om te kijken welke punten handig zijn om erin te houden of erbuiten te laten om een b-waarde significant te laten zijn.

9.14 – Op welke manier worden lineaire modellen gerapporteerd?

**De summary tabel** kan gebruikt worden om te rapporteren. Deze omvat het meeste. Het minimale wat gerapporteerd moet worden zijn de beta's met de bijbehorende standaardafwijkingen en de betrouwbaarheidsintervallen. Het is ook belangrijke sommige statistieken te rapporteren die iets zeggen over de 'fit' van het model. Neem bijvoorbeeld de R2of de Bayes factor. Voor een hiërarchische regressie is het belangrijk dat de waardes per fase gerapporteerd moeten worden.